Iterations: 100

[06/10 20:00:03 d2.utils.events]: eta: 0:21:34 iter: 19 total\_loss: 3.064 loss\_cls: 1.756 loss\_box\_reg: 0.5897 loss\_mask: 0.688 loss\_rpn\_cls: 0.04228 loss\_rpn\_loc: 0.1056 time: 16.4340 last\_time: 15.7105 data\_time: 0.2204 last\_data\_time: 0.0167 lr: 0.00019081

[06/10 20:04:58 d2.utils.events]: eta: 0:15:02 iter: 39 total\_loss: 1.782 loss\_cls: 0.6576 loss\_box\_reg: 0.454 loss\_mask: 0.5292 loss\_rpn\_cls: 0.02447 loss\_rpn\_loc: 0.09541 time: 15.4594 last\_time: 12.1481 data\_time: 0.0170 last\_data\_time: 0.0171 lr: 0.00039061

[06/10 20:09:37 d2.utils.events]: eta: 0:09:46 iter: 59 total\_loss: 1.376 loss\_cls: 0.5236 loss\_box\_reg: 0.4399 loss\_mask: 0.353 loss\_rpn\_cls: 0.02046 loss\_rpn\_loc: 0.1006 time: 14.9526 last\_time: 15.1553 data\_time: 0.0164 last\_data\_time: 0.0178 lr: 0.00059041

[06/10 20:14:43 d2.utils.events]: eta: 0:04:57 iter: 79 total\_loss: 1.316 loss\_cls: 0.4957 loss\_box\_reg: 0.4713 loss\_mask: 0.2391 loss\_rpn\_cls: 0.0177 loss\_rpn\_loc: 0.1 time: 15.0328 last\_time: 16.7436 data\_time: 0.0180 last\_data\_time: 0.0153 lr: 0.00079021

[06/10 20:19:41 d2.utils.events]: eta: 0:00:00 iter: 99 total\_loss: 1.184 loss\_cls: 0.4488 loss\_box\_reg: 0.4382 loss\_mask: 0.1789 loss\_rpn\_cls: 0.0186 loss\_rpn\_loc: 0.08709 time: 15.0063 last\_time: 13.1425 data\_time: 0.0184 last\_data\_time: 0.0166 lr: 0.00099001

[06/10 20:19:41 d2.engine.hooks]: Overall training speed: 98 iterations in 0:24:30 (15.0063 s / it)

[06/10 20:19:41 d2.engine.hooks]: Total training time: 0:24:34 (0:00:03 on hooks)